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Abstract

Classic computer-generated imagery is produced by
modeling 3D scene geometry, the surrounding illumination,
and a virtual camera. As a result, rendered images accu-
rately capture the geometry and physics of natural scenes.
In contrast, AI-generated imagery is produced by learning
the statistical distribution of natural scenes from a large set
of real images. Without an explicit 3D model of the world,
we wondered how accurately synthesized content captures
the 3D geometric and photometric properties of natural
scenes. From a diverse set of real, GAN- and diffusion-
synthesized faces, we estimate a 3D geometric model of the
face, from which we estimate the surrounding 3D photomet-
ric environment. We also analyze 2D facial features – eyes
and mouth – that have been traditionally difficult to accu-
rately render. Using these models, we provide a quantitative
analysis of the 3D and 2D realism of synthesized faces.

1. Introduction

Following in the footsteps of computer-graphics giant
Ivan Sutherland, Martin Newell in 1975 created the now
inescapable 3D Utah Teapot that for decades served as
a benchmark in computer graphics [4]. Since this time,
computer-generated imagery (CGI) has perfected the pro-
cess of building 3D geometric models, texture-mapping
these models, illuminating them with complex lighting, and
rendering them to yield highly photo-realistic imagery.

The past few years have seen a radical revolution in
photo-realistic rendering. AI-synthesized content has jetti-
soned the explicit construction of 3D models, lighting, and
virtual cameras, and has instead leveraged massive 2D im-
age datasets to effectively learn the statistical distribution
of natural images. This type of neural-based rendering is
producing stunningly realistic images.

The first AI-generated art was created in 1975 when
Harold Cohen created the rule-based AARON program

for generating abstract paintings, often compared to the
drip paintings of Jackson Pollock [9]. In the intervening
decades, AI-generated art has moved away from the clas-
sic rule-based approach towards a machine-learning, data-
driven approach. This latest revolution in AI-generation
was spurred by the development of generative adversarial
networks (GANs) [18]. These neural-based computations
consist of two main components: a generator and a discrim-
inator. Tasked with, for example, synthesizing an image of a
person, the generator starts by laying down a random array
of pixels. If the discriminator can distinguish this proffer
from a large database of real faces, it provides feedback to
the generator for a second round. This process repeats un-
til the discriminator is unable to distinguish the generator’s
synthesized face from a real face.

Versions 1, 2, and 3 of StyleGAN [22–24] and its
precursor ProGAN [21] are some of the most successful
techniques for synthesizing realistic faces. Previous work
(e.g., [17]) has found that these types of synthesized im-
ages contain subtle spectral patterns not found in real pho-
tographs (e.g., [41]). While these properties can be foren-
sically exploited (albeit with some limits [12]), they don’t
impact the visual plausibility of the synthesized faces. And,
in fact, a recent set of perceptual studies [28] found that
StyleGAN2 faces are nearly indistinguishable from real
faces (and even slightly more trustworthy). By compari-
son, as late as 2016 – with decades longer to perfect photo-
realistic rendering – classic CGI-rendered faces were still
somewhat distinguishable (albeit not perfectly) from photo-
graphic faces [19].

Although highly realistic, StyleGAN does not afford
much control over the appearance or surroundings of the
synthesized face. By comparison, more recent diffusion-
based synthesis affords more rendering control [3, 30, 33].
Trained on hundreds of millions of images (and accompany-
ing text descriptions), each image is progressively corrupted
until only visual noise remains. The model then learns to
denoise each image by reversing this corruption. This dif-
fusion model can then conditioned to generate an image that
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